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ABSTRACT

Motivation: The Invader assay is a fluorescence-based high-

throughput genotyping technology. If the output data from the

Invader assay were classified automatically, then genotypes for indi-

vidualswould bedeterminedefficiently. However, existing classification

methods do not necessarily yield resultswith the sameaccuracy as can

be achieved by technicians. Our clustering algorithm, Genocluster, is

intended to increase the proportion of data points that need not be

manually corrected by technicians.

Results: Genocluster worked well even when the number of clusters

was unknown in advance and when there were only a few points in a

cluster. The use of Genocluster enabled us to achieve an acceptance

rate (proportion of assay results that did not need to be corrected by

expert technicians) of 84.4% and a proportion of uncorrected points of

95.8%, as determined using the data from over 31 million points.

Availability: Information for obtaining the executable code, example

data and example analysis are available at http://www.genstat.net/

genocluster

Contact: kamatani@ior.twmu.ac.jp

INTRODUCTION

An enormous amount of data has emerged from automated high-

throughput single-nucleotide polymorphism (SNP) genotype anal-

ysis technologies. Invader assay (Ryan et al., 1999, Ohnishi et al.,
2001) is one such genotyping technology in which the invader

oligonucleotide, Cleavase enzyme and fluorescence-labeled probes

are used. One of two fluorescence signals is released when an allele

is present in the DNA sample. The data of the intensities of two

fluorescence signals corresponding to the two alleles are used to

determine the genotypes of the subjects from whom the DNA sam-

ples have been obtained. Since data for multiple subjects are ana-

lyzed simultaneously for the determination of the genotypes,

accurate clustering of the samples into three genotype categories

is important. Thus, accurate clustering of the two-dimensional

intensity data into genotype categories is of central importance

in such a genotyping system. In other fluorescence-based systems

such as the Taqman assay, the same clustering problem exists, and

the data presented herein are likely to be useful for such genotyping

technologies as well.

Although a number of automated clustering systems are avail-

able, such systems have not yet been perfected, and so manual

clustering by expert technicians remains the most accurate method.

Based on large-scale real data, we developed a new algorithm for

clustering the two-dimensional fluorescence-intensity data obtained

from the Invader assay.

A number of clustering technologies are currently in use. For

example, the K-means algorithm is the method that is most widely

used for genotype clustering (e.g. Oliver et al., 2002; Ranade et al.,
2001). This method, however, requires pre-specification of the num-

ber of clusters. Since the number of different genotypes for an SNP

locus in a sample is often unknown, this algorithm might cause a

serious problem for clustering the samples into genotypes.

Recently, model-based clustering methods have been applied to

the genotype-clustering procedure (Chen and Kalbfleisch, 1996, 2001;

Riva and Kohane, 2002; Yeung et al., 2001). Fujisawa et al. (2004)
introduced a penalized likelihood method, and Kang et al. (2004) used
a t-mixture model for clustering. Nevertheless, problems in clustering

genotype data have not been perfected, even with the introduction

of such technologies. Moreover, Fujisawa et al. (2004) have

suggested that conventional maximum likelihood methods might

be better than model-based methods if the number of clusters is

known.

In the present manuscript, we show that an algorithm created by

integrating more than one method [nearest neighbor method and

Markov-chain Monte Carlo (MCMC) method] combined with

optimization using large-scale real data performs extremely well

in the clustering of real two-dimensional genotype data. To handle a

large size of data in a high-throughput system, short calculation time

is preferred. A model-based method is considered to be useful to

perform the clustering without defining the number of clusters

beforehand. MCMC method tends to obtain accurate results after

a limited number of iterations if the initial clusters are close to the�To whom correspondence should be addressed.

408 � The Author 2006. Published by Oxford University Press. All rights reserved. For Permissions, please email: journals.permissions@oxfordjournals.org

 at Pennsylvania State U
niversity on February 28, 2013

http://bioinform
atics.oxfordjournals.org/

D
ow

nloaded from
 

http://www.genstat.net/
http://bioinformatics.oxfordjournals.org/


final results (Gamerman, 1997). Nearest neighbor method tends to

make clusters with chain-like appearance (Anderberg, 1973). As

observed in our manuscript, the data generated by the Invader assay

tend to have the chain-like appearance. This is why we combined

the hierarchical clustering method nearest neighbor and the model-

based method MCMC. We implemented this algorithm as a com-

puter software application called Genocluster. Using this software,

we performed an extensive analysis to determine the performance of

this algorithm.

METHODS

Structure of data obtained from a multiple-PCR based

Invader assay using a 384-well card system

An output from the Invader assay for a subject is expressed as a list of two

real values, each of which indicates the intensity of the fluorescence signal

corresponding to an allele at a single SNP locus. Throughout the present

study, we used the real data obtained from the card system based on the

Invader assay (Ohnishi et al., 2001) developed by Ohnishi and Nakamura.

The present card system is a very efficient genotyping system in which a

384-well card is used. Based on such a high-throughput system, the

disease-related genes for myocardial infarction (Ozaki et al., 2002,

2004), rheumatoid arthritis (Suzuki et al., 2003; Tokuhiro et al., 2003),

diabetes mellitus (Kanazawa et al., 2004) and osteoarthritis (Kizawa

et al., 2005) have been discovered. A set of two-dimensional data for

�333 subjects is obtained from one card. Using �333 points on a two-

dimensional plane, each corresponding to a pair of real values for a genotype,

we develop an algorithm to cluster the points into one to four clusters: two

clusters for two different homozygotes, one cluster for heterozygotes, and

one cluster for undetermined genotypes. Figure 2a shows an example of the

output from the Genocluster algorithm. The unclassified two-dimensional

data represented by the points are classified into the following categories:

allele 1 (1), allele 2 (3), both alleles or heterozygote (2), undetermined (4)

and NTC (0). These points are usually clustered manually by expert tech-

nicians, and it has been shown that such manual clustering works quite well

(Ohnishi et al., 2001).

Adjustment of the raw data

Let xi and yi denote, respectively, the fluorescence intensities obtained for the

two alleles for the i-th subject at an SNP. Thus, a point (xi, yi) on a two-

dimensional plane represents the data for the i-th subject. A set of data is

composed of �333 points for different subjects. Let n denote the number of

points for different subjects in a set of data.

The following adjusted values were calculated using the raw data for all

i, i ¼ 1, 2, . . . , n:

x0i ¼
xi � x0

xmax � x0
‚ ð1Þ

y0i ¼
yi � y0

ymax � y0
‚ ð2Þ

where xmax and ymax denote the maximum values of the data for the x and y
axes, respectively, while (x0, y0) denotes the starting point obtained from the

average of eight points for the non-template controls (NTCs). Thus, the

origin was determined by the data for the wells to which an NTC was

added. The points for which the values of x0i and y0i value were either �0

or were within an ellipsoid with the center at the origin, were classified as

‘undetermined’. The ellipsoid was defined as

x02

a2
+
y02

b2
¼ 1‚ ð3Þ

where a and b were 0.08 and 0.06, respectively.

When the number of clusters was judged to be one or was unable to be

estimated based on the distribution of all of the points, then all of the clusters

were classified as ‘undetermined’ or as being of one genotype.

The estimation of the number of clusters was performed as follows. The

two-dimensional plane was scanned by an origin-centered sector with a

5� interior angle, using lower-angle shifting in increments of one degree

from�10 to 100�, and the number of points within the vector was counted at

each degree. A spline interpolation of the data obtained by plotting the

number of points against the angle specifies the density distribution as a

function of ui, where �i ¼ tan�1 ðy0 i=x0 iÞ. The number of maximums of this

function corresponds to the number of clusters.

Nearest neighbor method

To the adjusted two-dimensional data, the nearest-neighbor method was

applied to broadly classify the points. Thus, excluding the points classified

as ‘undetermined’, all of the points were submitted to the following proce-

dures for the clustering. In the following description, a node refers to a set of

points generated as a result of clustering by the nearest neighbor method.

Note that a node may have only one point as a member. A cluster, on the

other hand, refers to a node obtained as a final result of the clustering by the

nearest neighbor method.

The procedures used for the nearest neighbor method were as follows:

(1) Each point was considered as an individual node, and the two nodes

with the lowest unsimilarity were combined to construct a single node.

The unsimilarity between node p and node q is given by

unsimðp‚qÞ ¼ min
i2Np‚ j2Nq

j �i � �j j ‚ ð4Þ

whereNp andNq denote the sets of points that are themembers of nodes

p and q, and �i and �j denote the angles of points i and j, respectively.

(2) Step 1 was repeated until the number of nodes became six.

(3) The nodes consisting of single points were interpreted as ‘undeter-

mined’ points.

(4) Whenmore than four nodes each consistedofmore than twopoints, the

following procedures were required. The average angle �̂� was calcu-

lated for each node. The average angle of node d is

�d ¼
1

nd

X
i2Nd

�i‚ ð5Þ

where nd denotes the number of points in node d andNd denotes the set

of points that are themembers of node d. The angular distance between
any two nodes, as defined by the absolute difference of the averages

between the two nodes, was calculated. The two nodes with the smal-

lest angular distance were combined.

(5) Step 4 was repeated until the number of nodes became three.

Through the above procedures, the number of nodes should have

become 1, 2 or 3.

Treatment after the application of the nearest

neighbor method

After the above-described nearest neighbor method was performed, the data

were treated as follows:

(1) Pairs of nodes with angular distances below a threshold were com-

bined. The importance of the angular distances was shown in Mein

et al. (2000). The threshold was set at 0.15 rad.

We also defined �d_max, the largest �i in node d and �d_min, the smallest

�i in node d. If three nodes remained, they were tentatively assigned

as d1, d2 and d3, so that the average angles of the nodes became �d1 <
�d2 <�d3. Then, nodes d1, d2 and d3 were considered to correspond

to ‘allele1’, ‘both (or heterozygote)’ and ‘allele2’, respectively. If

�d3_min � �d2_max < 0:15 and �d2_min � �d1_max < 0:15, then none of

the nodes were judged to be combined and the number of clusters

was judged not to be determined. If two nodes remained, then

the number of clusters was judged not to be determined when

Genocluster
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�d3_min � �d2_max < 0:15 or �d2_min � �d1_max < 0:15. When only one

node remained, the number of clusters was judged to be one if

�d1_max � �d1_min < 0:30 or �d3_max � �d3_min < 0:30, otherwise it

was judged not to be determined.

(2) Each node was assigned to a certain genotype as follows: if 0 � �d <
0.65, then node d was assigned to ‘allele 1’; if 0.65 � �d < 1.25, then

node d was assigned to ‘both’; if 1.25 � �d < 1.85, then node d was

assigned to ‘allele 2’; otherwise, node d was assigned to ‘undeter-

mined’.

(3) Genocluster interprets the data not to be analyzed due to the major

departure fromHWE. In case of three clusters, all the points are judged

to be undetermined when Nd1 > 2 · Nd2 and Nd3 > 2 · Nd2 since this

indicates a major departure from HWE, where Nd denotes the number

ofpoints innoded. In caseof twoclusters, all thepoints are judged to be

undeterminedwhen thereare twodifferenthomozygotes in theabsence

of heterozygotes. In case of one cluster, all the points are judged to be

undetermined when there are only heterozygotes.

Excluding the points classified as ‘undetermined’ in adjustment of the raw

data, all of the points were submitted to the following steps of the MCMC

procedure.

The MCMC method

In the following clustering process, in which the MCMC method was used,

the points in each cluster were assumed to follow a two-variate normal

distribution with the following probability density function:

f ðx‚yÞ ¼ e
� 1
2ð1�r2Þ

h� x�mX

sX

�2

�2r
� x�mX

sX

�� y�mY

sY

�
+
� y�mY

sY

�2i

2psXsY

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � r2

p ‚

ð6Þ

where mX and mY denote the means for the x and y axes, respectively, sX and

sY denote the standard deviations for the x and y axes, respectively, and

r denotes the correlation coefficient.

Clustering by the Gibbs sampler was performed as follows:

(1) The following calculation was iterated a sufficient number of times

(e.g. 100 000):

(a) Let Cj denote the set of indices of the points that belong to the j-th

cluster. Given the observed points (xi, yi), i 2 Cj belonging to a

single cluster j, themaximumlikelihoodestimatesof themeans, the

standarddeviations, and the correlation coefficientwere calculated

as follows:

m̂XmX ¼ 1

nj

X
i2Cj

xi‚ ð7Þ

m̂YmY ¼ 1

nj

X
i2Cj

yi‚ ð8Þ

ŝXsX ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=nj

X
i2Cj

ðxi�m̂XmX Þ
2

s
‚ ð9Þ

ŝYsY ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=nj

X
i2Cj

ðyi�m̂YmY Þ
2

s
‚ ð10Þ

r̂r ¼
P

i2Cj
ðxi � m̂XmX Þðyi � m̂YmY ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i2Cj
ðxi�m̂XmX Þ

2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i2Cj
ðyi�m̂YmY Þ

2
q ‚ ð11Þ

where nj denotes the number of points in the j-th cluster.

(b) All points other than those classified as ‘undetermined’ were sub-

mitted to the following procedure based on the Gibbs sampler.

After the parameters were estimated, the probability density

function for each cluster was updated by substituting the estimates

for the parameters in Equation (6). The state spacewas the set of all

possible clustering states in which all of the points were involved.

For the transition, one of the points was selected as a candidate

for a point that might change the cluster to which it belongs. In

Genocluster, a candidate point was selected randomly from the

points classified as ‘undetermined’ in the nearest neighbor

method step.

(c) Let j denote the cluster number to which the selected point

belongs. The candidate point was moved to the cluster index j�
with a probability of

aj� ¼
f j�ðxi‚yiÞP3

k¼1 f kðxi‚yiÞ + t0
‚ ð12Þ

where i denotes the point number for the point selected in Step b, fk
denotes the probability density function for the k-th cluster updated
in Step b, and t0 denotes a small fixed real value.

(2) After steps a–c of theGibbs samplerwere repeated a sufficient number

of times, the values obtained from not all, but rather from a number of

the stepsof theMCMCmethodwereused for the statistical calculation.

Thus, the values obtained from the steps in the burn-in phase (1000

steps) were abandoned, and the values obtained from every 1000 steps

thereafter were used.

For the i-th point, the proportion of the steps in which that point was

classified into the j-th cluster was calculated as

pij ¼
MjðiÞP4
k¼1 MkðiÞ

‚ ð13Þ

where Mk (i) denotes the number of steps in which the i-th point was

classified into the k-th cluster. In this case, the cluster for ‘undeter-

mined’ points was considered to be the fourth cluster. If pij > 0.9 for

any j, then the i-th point was determined to be classified into the j-th

cluster; otherwise, the i-th point was classified into the ‘undeter-

mined’ cluster.

RESULTS

The above algorithm, implemented in the computer software Geno-

cluster, was applied to the data from the Invader assay card system.

Sets of data obtained in this system were composed of the two-

dimensional data from �333 subjects concerning a single SNP

locus. Each set of data was applied to Genocluster and the results

were expressed as a two-dimensional graph in which the points of

different clusters were expressed using different colors.

We compared the accuracy of the clustering between the three

clustering methods, i.e. the nearest neighbor method alone, the

MCMC method, and the Genocluster method (the combination

of the nearest neighbor method and the MCMC method) (Fig. 1).

The results of the clustering were validated by the results obtained

by expert technicians. As shown in Figure 1, the results differed

between different clustering methods.

Figure 1a shows an example of clustering using the nearest neigh-

bor method in Genocluster. However, each one of the plots was

judged to be undetermined although it should be classified in each

cluster (Allele1 or Allele2). Figure 1b shows the results of the

classification by MCMC method different from the MCMC method

used in Genocluster. In the method used in Figure 1b, all the plots

are the candidates of the transition, and three plots that should be

classified as Allele1 were judged as undetermined. In Figure 1c,

S.Takitoh et al.
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only the plots that had been judged as undetermined in Figure 1a

were the candidates of the transition. According to this strategy,

outliers are handled as outliers and the plots that should be classified

in the clusters are classified correctly.

We then applied these three methods to 960 sets of data for

different SNPs. We counted the number of uncorrected points

for each set of data for each method. When the 960 sets of data

were applied to Genocluster, the number of uncorrected (by expert

technicians) points was not more than 3 in 834 sets. This number is

larger than that for the nearest neighbor method (791) and the

MCMC method (763), indicating that Genocluster performs better

than the other methods.

Excluding the ‘undetermined’ cluster, three clusters appear in

Figure 2a, whereas in Figure 2b, only two clusters appear. Thus,

the number of clusters was different between Figure 2a and b. When

three clusters other than the cluster of ‘undetermined’ points

appears, the genotype of each cluster is easily determined, as indi-

cated by different colors in Figure 2a. The median of the heterozy-

gote cluster should have an intermediate angle between those of the

minor-allele homozygotes and the major-allele homozygotes. How-

ever, when only two clusters appear, as in Figure 2b, the genotype of

each cluster must be determined carefully. Since the presence of two

different homozygotes in the absence of heterozygotes in the sample

does not show HWE, the two clusters should be the major-

homozygote cluster and the heterozygote cluster. Thus, knowledge

of the HWE is important for the assignment of the clusters to the

genotypes. Which of the two clusters is the heterozygote cluster was

determined by the angle information.

Even if there are three clusters, the number of members in a

cluster might be quite low. Thus, in both Figure 3a and b, one of

the clusters had only a small number of members, accurate clus-

tering in such cases is more difficult than in cases like that shown in

Figure 2a. In addition, Figure 3b includes two ‘undetermined’

points. Figure 4a shows two clusters, one of which has only two

heterozygote points, whereas Figure 4b shows one cluster for

homozygotes and one cluster for heterozygotes. In addition, two

‘undetermined’ points appear in Figure 4b.

In Figure 5a, all of the points were judged to be ‘undetermined’

points, whereas in Figure 5b, all of the points were judged to belong

to a single homozygote cluster.

The presence of outliers was one of the greatest problems encoun-

tered during the clustering. In Figures 3b and 4b, some points were

judged to belong to ‘undetermined’ because nodes with outliers had

single members and had not merged with other nodes by the nearest

neighbor method, and the degrees of membership to any of the
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Fig. 1. Outputs from three different clusteringmethods. Each panel shows the

result of the clustering for a set of data (data for a single SNP from 333

subjects) using one of the three clustering methods (nearest neighbor method

alone, the MCMC method, or Genocluster). As described in the METHODS

Section, 333 points indicating the intensities of two different alleles at an SNP

were plotted on a two-dimensional plane. Using one of the clustering meth-

ods, the points were classified into allele 1 (1), allele 2 (3), both or hetero-

zygote (2) and undetermined (4) categories. (0 indicates NTC.) Panels (a–c)

show the results for the same set of data obtained using different clustering

methods. The clustering methods used were the nearest neighbor method

alone (a), the MCMC method alone (b), and Genocluster (c).
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Fig. 3. Outputs fromGenocluster. Both of the panels indicate the presence of

three clusters. In panel (a), there are only a few minor homozygotes. In panel

(b), there are a few outliers.
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Fig. 2. Outputs fromGenocluster. The panels show the results obtained using

different sets of data. Each panel indicates the results of the clustering by

Genocluster. Typical outputs fromGenocluster, one for three clusters (a) and

the other for two clusters (b), are shown.
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Fig. 4. Outputs from Genocluster. Both the panels indicate the presence of

two clusters. In panel (a), there are only a few heterozygotes. In panel (b),

there are a few outliers.
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Fig. 5. Outputs from Genocluster. In panel (a), all points were judged to be

‘undetermined’. In panel (b), all pointswere judged to bemembers of a cluster

with a homozygote genotype.
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clusters given by the MCMC method were low. Although the

presence of clusters with small numbers of members is a

problem, Genocluster could correctly classify such points, as

shown in Figures 3a and 4a. This is because, in the transition

phase of the MCMC method, a candidate point was selected

from the points that were classified as ‘undetermined’ in the nearest

neighbor method step. Therefore, even if there were only a few

points in a cluster, the parameters of the distribution could be

reliably estimated.

In Figure 5a, all the points were judged to be ‘undetermined’

points because the number of clusters was either judged to be one or

was unable to be estimated based on the distribution of all of the

points and �d_max � �d_min � 0:30, whereas in Figure 5b, all of the

points were judged to belong to a single homozygote cluster because

�d_max � �d_min < 0:30 and 1.25 � �d < 1.85. Even if the number of

clusters was not judged to be one or was unable to be estimated

based on the distribution of all of the points, the following rule was

applied. When three nodes remained, and �d3_min � �d2_max < 0:15
and �d2_min � �d1_max < 0:15, all of the nodes were combined into

one node. Moreover, although the shape of the cluster in Figure 5b is

somewhat similar to that of a heterozygote cluster, the presence of

only heterozygotes without any homozygotes does not accord

with HWE.

The points that were judged to be ‘undetermined’ could in fact

belong to specific clusters; however, the clusters of some points may

remain ‘undetermined’ even if the classification is performed using

the best clustering algorithm or by an expert technician. Rather than

mis-classifying such points, the algorithm should leave such points

as ‘undetermined’ and recommend that the samples should be sub-

mitted to re-genotyping.

DISCUSSION

The laboratory of Ohnishi and Nakamura has genotyped thousands

of SNPs using the Invader-assay card system (Ohnishi et al., 2001;
Ozaki et al., 2002, 2004; Suzuki et al., 2003; Tokuhiro et al., 2003;
Kanazawa et al., 2004; Kizawa et al., 2005). In all of our experi-

ments, the classification of the points obtained from the Invader-

assay card system was performed by expert technicians. This is

because genotyping by expert technicians has outperformed the

results obtained by previous automated clustering systems (e.g.

Auto Caller; Applied Biosystems Inc.).

However, according to our experience, the time for the clustering

of the points for a SNP using the data from the Invader Assay should

be shorter than 6 s, so that a large-scale genotype system proceeds

without delay.

Therefore, an automated clustering system is required to deal with

various complex problems so as to provide accurate clustering

results. To achieve this goal, careful optimization of the treatments

before the data were submitted to the Gibbs sampler was important.

Accurately estimating the number of clusters was especially impor-

tant. If the number of estimated clusters was the same as the true

number of clusters, then the clustering algorithm performed quite

well. Although the angular information was useful for estimating

the number of clusters in the treatment before the Gibbs sampler

step, it was not useful enough because individual clusters could not

necessarily be separated by the lines on the origin. One of the

reasons why Genocluster works well is that Genocluster uses the

angular information after the initial nearest neighbor method is

performed. Genocluster interprets the node composed of a single

plot as an outlier. However, one of the problems in Genocluster is

that it cannot detect outliers when there are many of them. When

one hopes to classify scattered data properly, the addition of an

algoritm to detect outliers before the classification is likely to be

useful. However, the aim of Genocluster is to classify typical data

generated by well-controled experiments.

Although EM algorithm has been proposed, the program based

on the EM algorithm is likely to consume a lot of calculation time

since the iteration continues until it converges. MCMC method

tends to obtain accurate results after a limited number of itera-

tions if the initial clusters are close to the final results. In addition,

Genoculster can perform the calculation in even shorter times

because only undetermined plots after the nearest neighbor

method are the candidates of the MCMC clustering method in

the algorithm.

Extensive evaluation of the performance using real data has not

yet been done. In the present manuscript, we have constructed an

algorithm to cluster two-dimensional data into genotypes and have

performed extensive comparisons between the results of the clus-

tering by expert technicians and those obtained using the Genoclus-

ter algorithm.

When the expert technicians judged that a set of data required

corrections, they changed the clusters to which some points

belonged. The percentage of uncorrected points denotes the per-

centage of points belonging to clusters that were not changed by

expert technicians. We determined the percentages of both the

acceptance and the uncorrected points using a large number of

datasets. Data from 10 different sets of experiments, each of

which had 9600 different SNPs, were examined. Each SNP exam-

ination included 333 subjects. Therefore, the entire set of data

included 333 · 9600 · 10 ¼ 31 968 000 points. This experiment

clarified that Genocluster exhibited a high percentage of acceptance

(84.4%) and a high percentage of uncorrected points (95.8%).

Although the results achieved by the Genocluster algorithm were

not superior to the clustering by expert technicians, the performance

of the proposed automated system was sufficient to be helpful for

technicians in clustering two-dimensional data into genotypes.

Thus, the data can be clustered by Genocluster and the resulting

clustering can later be examined by technicians. When the techni-

cians judge that the clustering is sufficient (84.4%), the data are not

submitted to further manual clustering procedures by the techni-

cians. When the technicians judge that the clustering is not suffi-

cient, when necessary, the technicians correct the clusters to which a

limited number of points (4.2%) belong. Although the proposed

method does not eliminate the need for expert technicians, Geno-

cluster will be very helpful for technicians in genotype clustering of

large-scale data.

CONCLUSION

We have constructed the Genocluster algorithm for accurate

automated clustering of two-dimensional data for single-nucleotide

polymorphism genotyping by combining the nearest neighbor

method and the MCMC method. The present algorithm, imple-

mented by computer software, was optimized using real data

from the Invader Assay. Evaluation of the algorithm using

large-scale real data has shown the performance of Genocluster

to be quite good (acceptance rate 84.4% and percentage of
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uncorrected points 95.8%), although the Genocluster algorithm did

not outperform expert technicians. Moreover, Genocluster was

found to be useful for helping technicians to cluster genotypes.
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